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Microarray technique provides a system-
atic genome-wide approach to solve a wide
range of problems such as gene functions,
gene regulations, and the disease diagnoses
and treatments. A key step in the analysis of
gene expression data is to identify biologically
relevant groups of genes or tissue samples that
have similar expression patterns. However,
systematic and stochastic fluctuations are usu-
ally involved in microarray experiments'”, so
the raw measurements have inherent ‘noise’
within microarray experiments. In current,
logarithmic ratios are usually analyzed directly
by various clustering methods, which may in-
troduce bias interpretation in identifying
groups of genes or samples. In the present
study, a new method based on mixed model
approaches is proposed for cluster analysis of

gene expression data. It is expected to mini-
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mize or eliminate inherent ‘noise’ in microar-
ray experiments and to make sure the inputs
of cluster analysis are more biologically mean-
ingful. Meanwhile, we present a windows-in-
terface software, called ClusterProject, for

gene expression analysis and visualization.
1 Materials and Methodologies

1.1 Statistical framework

The basis of this method is to construct a
statistical model for a gene expression data.
Let vy, is the measurement from array 7, vari-

ety j, dye k£, and gene /, an overall ANOVA

model is
Vi = pt AtV Dt G+ GA A+ GV +
GDy+¢iu O

where the generic term "variety” refers to the

mRNA samples under study which could be
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treatments, tissue types or time points in a bi-
ological process. The detailed interpretations
of these effects were described in Kerr et al"*.
The effects of the interactions between genes
and varieties are biological interest among
these effects. These terms reflect differences
in expression for particular variety and gene
combinations that are not explained by the av-
erage effects of those varieties and genes.

We use AUP method™ to predict the GV
effects and the ¢-test based on jackknife proce-
dures to test for the significance of GV efl-
fects. Hypotheses can be made about each GV
interaction effect, H,: GV,;=0 vs. H,: GV,
#0. I H, about GV, in the null hypothesis is
accepted, the effect of GV;is set as zero. The
significant level is set at 0. 05 for each GV in-
teraction effect. The predicted GV effects can
be used as the inputs of cluster analysis.

1.2 Hierarchical clustering methods

Hierarchical clustering methods are most-
ly used by biologists to produce a hierarchical
tree of clusters. This hierarchical tree pro-
vides potentially useful information about the
relationships between clusters and can be bro-
ken into the desired number of clusters by cut-
ting across the tree at a particular height.
Four hierarchical clustering methods (com-
plete-linkage!, UPGMA-linkage!, UPGM-

“!and Diana"®') with one minus Pear-

linkage
son correlation are employed to analyze for the
phenotypic values of log;(Ratios) and the pre-
dicted effects of GV;, respectively.
1.3 Assessment of solutions

Assessing and interpreting the clustering
results are as important as generating the
clusters. Different measures are applicable in
different situations, depending on the infor-
mation available such as whether a partial true
solution is known or not. Because the true

cluster labels are available for the gene ex-

pression data used, the Jaccard coefficient™™ is

adopted to evaluate the quality of cluster re-
sults. This index has a property: the higher
the score, the better the solution. Especially,
score one suggests a perfect solution.

1.4 A worked example

We use the B-cell lymphoma data™® to
elucidate the utility of our approach. The final
data analyzed in our approach consists of 45
DLBCL tumor samples (22 GC B-like DLBCL
and 23 Activated B-like DLBCL ). Among
these samples, 23 samples have two replicated
arrays, one sample has three arrays and the
others have only one array. Thus, total 70 ar-
rays are used for the experimental analysis.
There are missing values in this data. The o-
riginal data and information can be available at
http://llmpp. nih. gov/lymphoma. We use a
-test to select 100 genes that are differentially
expressed between DLBCL subtypes for fur-
ther cluster analysis.

Varieties are completely confounded with
dyes because each variety is labeled with only
one dye. So the dye effects and GA interaction
effects are excluded from full model (1). The
model for this data is

Vip=pFTA+V,++GC+CV+en (2
where y;; is the base-2 logarithms of ratio,
and / = 1,+++,70 arrays; j= 1,*+,45 varieties
(tissue samples); and & = 1,-:-+,100 genes.
We use the methods described in the part of
statistical framework to predict and test for

the GV effects in model (2).

2 Results and Discusses

Four clustering algorithms under consid-
eration are applied to clustering for the pheno-
typic values of log,(Ratios) and the predicted
GV effects, respectively. Jaccard coefficient is
computed to compare the cluster results. The
displayed in

implementation results are

Table 1.
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Table 1 The Jaccard values of four clustering meth-

ods with log, (Ratios) and GV effect

log, (Ratios) GV effects
Complete-linkage 0.552 0.913
UPGMA-linkage 0.913 1. 000
UPGM-linkage 0. 837 1. 000
Diana 0.713 1. 000

From Table 1, when clustering for log2
(Ratios), UPGMA-linkage produces the best
result than the others. It misclassified only
one sample, UPGM-linkage misclassifies two
samples, Diana misclassifies four samples,
and complete-linkage misclassifies eight sam-
ples. As clustering for the GV effects, the
performance of complete-linkage has been
greatly improved, it misclassifies only one
sample. The other three methods all properly
classify the subtypes of DLBCL.

In the present study, a statistical method
based on mixed model approaches is proposed
to attempt to minimize or eliminate inherent
‘noise’ in microarray experiments. The un-
derlying basic principle of this method is to
partition the total observed gene expression
into various variations caused by different fac-
tors and to predict the genetic effects. The

predicted GV effects are more biologically

meaningful than the raw log, (Ratios). The
results show that using the predicted GV ef-
fects to construct clusters may improve the
quality of cluster result. Therefore, the clus-
tering algorithms may be benefited especially

when the noise of the employed data is high.
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