Biological
Seguence Analysis
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#How to model a sequence
#Blast BLAST

#Why Bayesian statistics?

#We need Markov’s help
#Transforming human into mice
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Further reading

Biological sequence analysis---Probabilistic models of proteins and
nucleic acids (R.Durbin, S.Eddy, A.Krogh and G.Mitchison, Cambridge
University Press, 1998)

Bioinformatics---Sequence and Genome Analysis (D.W. Mount, Cold
Spring Harbor Lab Press, 2001; 2003 Chinese)

Introduction to computational Biology---Maps, sequences and genomes
(M.S.Waterman, Chapman & Hall, 1995)

Bioinformatics---The machine learning approach (P.Baldi and S.Brunak,
MTT, 2001; 2003 Chinese)

Current topic in computational molecular biology (Edited by Jiang et al.
Tsinghua Uni. Press and MIT, 2002)

Genetic data analysis Il ---Methods for discrete population genetic data
(B.S.Weir, Sinauer Associates, Inc., 1996)

WE YT (EESEA, B ihict, 2003; 1th. ed. 1997 by
Brooks/Cole )




"How to model a seqguence

#From genetic model to sequence
model

#Some sequence models

Topicl
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Genetic model

& Yu+G+e
® Y= u+(A+D+/)+e

(Johannsen, 1909)
(Fisher, 1918)

® Y= u+(A+D+(AA+AD+DD))+e

(Cockerham, 1954)
(Zhu, 1996)
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A same way for sequence...

® =X,
where /i1s A, T, G or C (nucleic acids)/ A, B, C,
E, ...(amino acids), and jis 1—~10>(for genes)

/ 0~101%(for genomes)

® L=X+e e: background
® L=X+5+e S: species-specific
® L= X;+S; +F+e F.: gene family-specific




Probabilistic model
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# When we talk about a model normally we
mean a system that simulates the object
under consideration;

# A probabilistic model is one that produces
different outcomes with different probabilities;

# A probabilistic model can therefore simulate a
whole class of objects, assigning each an
associated probability.

R.S.A.G.
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A simple sequence probabilistic model

*®[=0q,9:9:9,

(P=q,0,9.9=11._p)

#elid and niid




HMM
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Markov Model (MM)

» Biological sequences can be modeled as the output of a stochastic process in which
the probability for a given nucleotide to occur at position p depends on the & previous
positions. This representation is called k-order Markov Model.

Plxi|lzy, o, ....7i0) = P(xi| @ik Ty (1) oo Ti1)
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Hidden Markov Model (HMM)

+ In a HMM the biological sequences are modeled as the output of a stochastic process
that progresses through a series of discrete states. Each state model correspond to a
Markov Model.

—l- — | XXNXXX ATG I:I.':C|—I-| CCc ]—I- coo TAR XI0OXK | —

Inter-genic Region around Coding region  Regien around
start codon stop codon (Krog, 1998)
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Generalized Hidden Markov Model (GHMM)

o GHMMs are HMMs where states are arbitrary sub-models (e.g., neural networks, posi-
tion weight matrices, etc.).

e The duration of a particular state depends on some probability distributions.

Principle of Markov Models

e Given a DNA string S, find the most probable path A in the model that generates S.
This will be the most probable gene structure.

Markov derived models have many desirable properties

e Modeling: theoretically well-founded models.

o Efficient: O(|M| - |S|) where | M| is the number of states in the model and | S| is the
length of the string.

e Scoring: theoretically well-founded scoring system.
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Profile (weighted matrix)

# Domains can be defined by different
methods:

*

Pattern (regular expression): used for very conserved

domains
Consensus seuquence

Profiles (weighted matrices): two-dimensional tables of

position specific match-, gap-, and insertion-scores,
derived from aligned sequence families; used for less
conserved domains

Hidden Markov Model (HMM): probabilistic models; an

other method to generate profiles.

Motif : A short conserved region in a protein sequence.
Motifs are frequently highly conserved parts of domains.




Protein domain/family db
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PROSITE Patterns / Profiles

ProDom Aligned motifs (PSI-BLAST) (Pfam B)
PRINTS Aligned motifs, OWL

Pfam HMM (Hidden Markov Models)
SMART HMM

TIGRfam HMM

DOMO Aligned motifs

BLOCKS Aligned motifs (PSI-BLAST)

CDD(CDART)

PSI-BLAST(PSSM) of Pfam and SMART




General information about the entry

Entry name EPO_TPO

Apcession
| PS00817
Entry type PATTEEN
Diate CCT-15995 (CEEATEDY), WOW-15%5 (DATA TUPDATE), JUL-1954 (IWNEC UFDATE)
Diesenghon Erpthrapaistm | hyombopostin sgnatirs
Fattzm F-wd)-C-D-x-B-[LIVIM ) 25-x-[EE]-x(143-C

General information about the entry

Ectryoame  INTEIN_C_TER
Accesson PRE081E

s o WISS-FROT realeas
¢ Lotal mumber of hets m
o Dhumber of st on pro
s Humber of lats on g
¢ Mumber of false huts [
e IMmber of knesn s
o Humber of parbal seaqu

because they are p
o FProcision (e hets /
s Fecall (e hats J (s

Ertry bype WATETY
Crais WAY-200Z (CEEATED), MAY-2002 (DATA TFDNATE), MAY-2002 (IF O TFDATE)

FROGITE

PR D Db §
decmentakion [

Mame and charactermation of the entry

Drascnphion Intem C-terrmal sphemg mobf profls

FEENERAL SFEC: ALPHABET='ABRCDEFPSHIELMNPORSTVWYL' @ LEWGTH=22:

FOIBJOINT: DEFINITIOH=FROTECT) Nl=3; HI=1D0}

FBORMALIZRTION: MODE=1l; FUBCTION=LINEAR; Rl=l,B533; BI=0.02Z25395%; TEXT= "HBoore';

FEUT_OFF; LEVEL=0; SCORE=2%0; N_BSCORE=T.d; HODE=1; TEXT='|';

FCUT OFF: LEVEL=-1; SCORE=2459;: N_SCORE=S .5 HODE=L; TEXT='T7":

FOEFAULT ! Hi=-8); D=m—30; I=-210; Bl=-50] Bl=-&0) El=-£0) El=-5); Hl=-105%; HO=-10%] IH=-10%) DH=-105;

k B ¢ I E F & H [ K L ®H B P @ E & T ¥V W ¥ I
fI: Blm{l; Blml; BI=—105; BO=-105;

fH: B¥='Y" ) Me—15%,-11,-3%, -9, -6, 3,-23;, =-5,-1d4; =1,-13,-10;-10, =-2Z; -F; 0,;-1%; -8,-15;, =-5; 1Z; -9]

fH: 8T’V ; Hm  1,=3%,=12,=27,=36, =1,=24,=27, Z0,=10, 7, 6,=34,=26,=38,=1T7, =8, 1, d,.=2T7, =%,=16;

FH: §F='%": MW=Ip, -17,.-28,-18,-17, 30, -38, %, -2.-11, -1, =-1,-1&,-27,-11, -%,-0& 1O, %, 07, &5 -0T7:

fH: 8¥='D" ; Mm-13, 237, -1, 33, &5,-18,-12, -6,-30, -B,-%5,-23, 15,-17, -&,-1%, &4, -3,-22 -41,-21, -=1;

fH1 8¥='L") M= -6,-32%,-20,-27,-22, 13,-30,-34, 23,-%%, 26, 13,-24,-25,-21,-21,-1%8, -4, 20,.-23, -3,-23}

fHi Sf='T"; Hw =1, L,=10, =1, d,=10,=10,=10,=14, =7,=18,=13, JF,=1Z, =3, =%, 11, 12, =9.=d8.,=11l, 0;

FH: §¥='V": W= 3, -18, -3,-21,-22, -8,-21,-35%, 1ld,-18, 1, 0,=17,-24,-22,-1%, -4, 4, 23,-30,-13,=-22;

FILe Im-5) HDO=-27;

fH: BY='E"; Ma10, ©0,-2%, 7, 1%,-17,-19, -7,-21, 2,-19,-15%;, -5, 11, o, -&; -&;, -%,-21,-211; -®; 6] D=-5;

fI: Imat; HDm=27;

FH: 9¥='®*: W= -2 10,-17, 9, @O,-18, &, -1,-18, -2,-18,-12, 1%,-11, -3, -3, 2,6 -3,-1&_-22_-13, -2: Dm-K;
bt ! Protile FL: I=—%; HI=-17; MD=-27; IH=-27; OH=-2T7;

fM: BY='M"; M=-12, O0,-26, 1, %,-22, -6, 42,-2%, -0,-18, -6, 5,-16, 7T, -4, =4,-13,-24,.-27, O, d; D=m-5;

fL: I==%; DHA==37;

fH: 9f='H"; W= -5, 14,-19, 2, -%,-10, -8, -2,-13, -4,-1%,-11, 27,-30, -5, -2, 3%, ©O,-17,.-30,.-13, -5;

fH: 8¥='F" ) MW=_16,-35%,-24,-30,-25%, 40,-25, -B, 5,-Z2, 9, 3,-20,-29,-15,-1T7,-20,-10, O, @&, 37,-2%5

i Imafij HDm=13;

FH: S¥='V"; H= -6,-37,-18,-30,-3%, 7,=-30,-30, 34,-34, 18, 13,-33,-34,-23,-20,-16, -4, 235,-21, -l,=3%; D=-d;

FIe Tmef! HIm-32: TH=-32; OH=-3I:

fH: Sf='R"; M= 15,-14,-18,-20,-15%, -7,-14,-20, 1,-1%, -2, -3,-12,-17,-13,-17, 4, 8, B,-23,-11,-14;

L - L
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More ...

#NN(Neural network)
#Stochastic grammar: Chomsky hierachy




Conclusions

N

# Statistic methods for genetic models can also
be used to sequence models. For example,
ML, MCMC,;

# One set of methods for biological sequence
analysis Is rooted in computer science, where
there Is an extensive literature on text string
comparison methods;

# Complexity of model: number of parameters
of model
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@ Sequence: of a gene, region, chromosome,
or genome

#Three kinds of works: modeling, statistical
analysis and algorithmics

# Sequence modeling: along way to go
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Exercise

#Try to construct a new model for
biological sequence
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